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60s：Intelligence from Logic

• Herbert Simon and Allen 
Newell: 

– Logic Theorist 
– General Problem Solver: 

Heuristic Search 
– Physical Symbol System 

Hypothesis



70s: Neural Networks
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Search and Massive Parallelism
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1997: DeepBlue

IBM Kasparov
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Presenter
Presentation Notes
IBM breaks the silence in 1980’s by beating the human chess champion.

But in fact IBM used hundreds of human chess masters together with the DEEPBLUE to build a chess machine.

It is a perfect example of human-computer interaction, and high-performance computing.

IBM end up selling lots of high end computers!

http://en.wikipedia.org/wiki/File:Deep_Blue.jpg
http://en.wikipedia.org/wiki/File:Deep_Blue.jpg
http://en.wikipedia.org/wiki/File:Kasparov-29.jpg
http://en.wikipedia.org/wiki/File:Kasparov-29.jpg
http://www.google.com.hk/url?sa=i&rct=j&q=Deepblue+Chess&source=images&cd=&cad=rja&docid=nS5tIrJkKQ5qZM&tbnid=JQIFPEfbumXcgM:&ved=0CAUQjRw&url=http://aeon.co/magazine/world-views/steven-poole-can-algorithms-ever-take-over-from-humans/&ei=6AzVUrf6NoiPiAezroDwBQ&psig=AFQjCNH7HWu97oXlNv8tD2zvOOhKVxOjXA&ust=1389780559045688
http://www.google.com.hk/url?sa=i&rct=j&q=Deepblue+Chess&source=images&cd=&cad=rja&docid=nS5tIrJkKQ5qZM&tbnid=JQIFPEfbumXcgM:&ved=0CAUQjRw&url=http://aeon.co/magazine/world-views/steven-poole-can-algorithms-ever-take-over-from-humans/&ei=6AzVUrf6NoiPiAezroDwBQ&psig=AFQjCNH7HWu97oXlNv8tD2zvOOhKVxOjXA&ust=1389780559045688


2011: IBM Watson/ Knowledge is Power!
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Presenter
Presentation Notes
In 2000’s, the Web becomes more extensive, with lots of structured knowledge 

IBM again surprised the AI world by launching the Jeopardy game, and beating humans again!

The structured knowledge = Wikipedia, and lots of training data from past games

shows the power of knowledge at 2.0 age



2010：CNN and Deep Learning

Convolutional Neural Nets CNN



Features at Different Levels

– Vision • Speech • Understanding
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Next: Reinforcement Learning

Context

Feedback

Algorithm

Observatio
n

Policy

Now

Action

DQN



DeepMind: End to End
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AlphaGo：Generality in AI
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CMU Never Ending Learning Machine
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Biased Data  Big Data
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Transfer Learning
Oquab, Bottou, Laptev, Sivic: Learning and Transferring Mid-Level Image 
Representations using Convolutional Neural Networks. CVPR 2014.



Transfer Learning: text to images

The apple is the pomaceous fruit of the 
apple tree, species Malus domestica in the 
rose family Rosaceae ...

Banana is the common name for a type of 
fruit and also the herbaceous plants of the 
genus Musa which produce this commonly 
eaten fruit ...

苹果

香蕉

模型1 模型2

16



Feature Engineering

Human Managed
Vs.

Automatically Generated 
and Maintained

Over 100 Billion Features 

User 
Demographic

User Relevance 
to Target

Recent User 
Behavior

Large-Scale Recommendation Engines



Discriminative  Generative Models



VQA：
Visua
l 
Ques
tion 
and 
Answ
ers



Single Sample Learning: Bayesian 
Program Learning 

Science December 2015 



Robots: What Amazon Teaches US
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Millions of Users, Credit 

ratings +61.7%

Finance + AI

Presenter
Presentation Notes
So, people at MIT start to think that intelligence comes from simple ‘situation-action’ rules, like insets.

This gives rise to a new generation of mobile robots!



Partially Observable Markov Decision 
Models (training 6 years data; test: 2 
years data)

ResultTrendModels

股票历史
趋势

预测：涨
预测正确
（盈利）

不可预测

预测：跌

预测错误
（损失）



Case Study: Shenzhen/Shanghai Market, 
POMDP Model

• 模型预测单只股票下一交易日的涨跌 (红线-模型相对收益，黄线-股票实际价格)
• 红点 – （平空仓，并且）开多仓

• 绿点 – （平多仓，并且）开空仓

• 蓝点 – （平仓）空仓



NLP Dialog
Agent
(based on 
Data >> 
10k 
dialogs)



Machine Reading



Genetic 
markers 
Setaria italica

Complex 
phenotype

Environment

Machine 
Learning

Task: Train an accurate
phenotype predictor using 
genetic data.

Accelerate Hybridization 
Breeding 

Task 2: Identify relevant genetic 
markers underlying specific 
phenotype.

E.g. Facilitate understand 
biology process

Input: Very high dimension 
and low sample size labeled 

data (𝑁𝑁 ≈ 2000,𝐷𝐷 ≈ 240𝐾𝐾)

Genotype and Phenotype

HKUST&BGI Shenzhen



Conclusions

• Current AI technology: 
– Deep Learning: Needs BIG DATA

• Samples must be sufficient to ensure convergence 
– Need to find complimentary points of Man and 

Machine
• AMAZON example

• Future
– Transfer Learning, One-Example Learning
– Reinforcement Learning (complete feedback loop)
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