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http://www.cse.ust.hk/%7Eqyang

60s: Intelligence from Logic

e Herbert Simon and Allen
Newell:

— Logic Theorist

— General Problem Solver:
Heuristic Search

— Physical Symbol System
Hypothesis




70s: Neural Networks
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Search and Massive Parallelism
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1997: DeepBlue

Kasparov


Presenter
Presentation Notes
IBM breaks the silence in 1980’s by beating the human chess champion.

But in fact IBM used hundreds of human chess masters together with the DEEPBLUE to build a chess machine.

It is a perfect example of human-computer interaction, and high-performance computing.

IBM end up selling lots of high end computers!

http://en.wikipedia.org/wiki/File:Deep_Blue.jpg
http://en.wikipedia.org/wiki/File:Deep_Blue.jpg
http://en.wikipedia.org/wiki/File:Kasparov-29.jpg
http://en.wikipedia.org/wiki/File:Kasparov-29.jpg
http://www.google.com.hk/url?sa=i&rct=j&q=Deepblue+Chess&source=images&cd=&cad=rja&docid=nS5tIrJkKQ5qZM&tbnid=JQIFPEfbumXcgM:&ved=0CAUQjRw&url=http://aeon.co/magazine/world-views/steven-poole-can-algorithms-ever-take-over-from-humans/&ei=6AzVUrf6NoiPiAezroDwBQ&psig=AFQjCNH7HWu97oXlNv8tD2zvOOhKVxOjXA&ust=1389780559045688
http://www.google.com.hk/url?sa=i&rct=j&q=Deepblue+Chess&source=images&cd=&cad=rja&docid=nS5tIrJkKQ5qZM&tbnid=JQIFPEfbumXcgM:&ved=0CAUQjRw&url=http://aeon.co/magazine/world-views/steven-poole-can-algorithms-ever-take-over-from-humans/&ei=6AzVUrf6NoiPiAezroDwBQ&psig=AFQjCNH7HWu97oXlNv8tD2zvOOhKVxOjXA&ust=1389780559045688

2011: IBM Watson/ Knowledge is Power!



Presenter
Presentation Notes
In 2000’s, the Web becomes more extensive, with lots of structured knowledge 

IBM again surprised the AI world by launching the Jeopardy game, and beating humans again!

The structured knowledge = Wikipedia, and lots of training data from past games

shows the power of knowledge at 2.0 age


2010: CNN and Deep Learning

Convolutional Neural Nets CNN

FULLY CONNECTED NEURAL NET LOCALLY CONNECTED NEURAL NET

Example: 1000x1000 image
1M hidden units
‘- 10712 parametersill

Example: 1000x1000 image
IM hidden units
Filter size: 10x10

- Spatial correlotion is local
- Better to put resources elsewhere!



Features at Different Levels
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Local (Untied)
Convolutions

— Vision e Speech e Understanding




Next: Reinforcement Learning
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AlphaGo: Generality in Al

Selection

Expansmn

Simulation Backpropagation
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CMU Never Ending Learning Machine
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Biased Data = Big Data
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Transfer Learning

Oquab, Bottou, Laptev, Sivic: Learning and Transferring Mid-Level Image
Representations using Convolutional Neural Networks. CVPR 2014.

Training images Source task Source task labels
I ';‘ﬁ African elephant
Convolutional layers Fully-connected layers i 1A P
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Transfer Learning: text to images

=i S ﬁﬁﬂi

The apple is the pomaceous fruit of the
apple tree, species Malus domestica in the
rose family Rosaceae ...

Banana is the common name for a type of
fruit and also the herbaceous plants of the
genus Musa which produce this commonly
eaten fruit ...
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Large-Scale Recommendation Engines

Over 100 Billion Features object models
)
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Discriminative = Generative Models
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VQA
Visua

Ques
tion
and
Answ
ers

What color are her eyes? How many slices of pizza are thera?
What is the mustache made of? Is this a vegetarian pizza?

Is this person expecting company? Does it appear to be rainy?
What is just under the tree? Does this person have 20020 vision?

Figure 1: Examples of free-form, open-ended questions collected
for images via Amazon Mechanical Turk. Note that common-
sense knowledge is needed along with a visual understanding of



Single Sample Learning: Bayesian
Program Learning

A B

i) primitives D ’U l T —>
procedure GENERATETYPE
A /l\‘ /\ K+ P(x) > Sample number of parts
fori=1..xdo

ii) sub=-parts Q—) n; + P(n;|k) > Sample number of sub-parts
forj=1..n;do
sij + P(sij|si(j—1)) > Sample sub-part sequence

«
o
—
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“¢

end for
iii) parts 3 L L D R; « P(Ri|S1, ... Si_1) > Sample relation
J L end for
- N ¢+ {x, R, S}
:Z}n?tgg relation: N mmom\‘ relation: return @GENERATETOKEN(4) > Return program
P attached along g-b attached along attached at start

Science December 2015




Robots: What Amazon Teaches US

21



Finance + Al

@Pg radigm

Millions of Users, Credit
ratings +61.7%


Presenter
Presentation Notes
So, people at MIT start to think that intelligence comes from simple ‘situation-action’ rules, like insets.

This gives rise to a new generation of mobile robots!


Partially Observable Markov Decision
Models (training 6 years data; test: 2
years data)

Models Trend Result
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Case Study: Shenzhen/Shanghai Market,
POMDP Model
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NLP Dialog
Agent
(based on
Data >>
10k
dialogs)
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Dynamic Memory Network by @ MetaMind Machine Reading

Answer: mouse

wolves are afraid of mice.
sheep are afraid of mice.
winona is a sheep.

mice are afraid of cats.
cats are afraid of wolves.
jessica is a mouse.

Episode 1 Episode 2

0.00: wolves are afraid of mice 0.00: wolves are afraid of mice

emily is a cat. 0.00: sheep are afraid of mice _

0.00: mice are afraid of cats 0.00: mice are afraid of cats
Question 0.00: cats are afraid of wolves 0.00: cats are afraid of wolves
0.00: jessica is a mouse 0.00: jessica is a mouse

0.00: emily is a cat 0.00: emily is a cat

Run DMN - 0.01: gertrude is a wolf 0.00: gertrude is a wolf

A E LN I U I |




Genotype and Phenotype

Input: Very high dimension
and low sample size labeled
data (N = 2000,D ~ 240K)

Accelerate Hybridization

Breeding

“FTask: Train an accurate

Machine
Learning

Complex E.g. Facilitate understand
phenotype biology process

R

HKUST&BGI Shenzhen

markers underlying specific
phenotype.




Conclusions

e Current Al technology:

— Deep Learning: Needs BIG DATA
e Samples must be sufficient to ensure convergence

— Need to find complimentary points of Man and
Machine

e AMAZON example
e Future
— Transfer Learning, One-Example Learning
— Reinforcement Learning (complete feedback loop)
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